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Abstract. A method to obtain exponentially accurate approximations to solutions for Dirichlet problems with
discontinuous boundary data for Laplace’s equation in two dimensions is presented and discussed. Model problems
with circular or rectangular boundaries, whose solutions can be obtained by separation of variables involving
Fourier series, are discussed in detail. First, the boundary datag is expressed as the sum of a singular function
S̃M , which is a certain linear combination of specially constructed ‘singular basis functions’{Sn}, and a function,
namely,g − S̃M , which is much smoother than the original data. The functionS̃M is constructed so that its
discontinuities, and those of its firstM derivatives, coincide with the corresponding discontinuities ofg. The
solutionu to the boundary-value problem is then expressed as the sum of a linear combination of the harmonic
extensions{ϕn} of {Sn} , and a functionv, which satisfies the boundary conditionv = g− S̃M. Since the boundary
data forv has at leastM continuous derivatives, the partial sum approximations forv obtained by separation of
variables converge much faster than the corresponding partial sum approximations foru. Formally, by lettingN ,
the number of terms retained in the solution forv, be proportional toM, a sequence of approximations can be
constructed which converges tou exponentially in the maximum norm, asM → ∞. In particular, this implies
that, wheng is discontinuous, the unwanted effects of the Gibbs phenomenon can be completely overcome! The
method is illustrated by several examples, and some possible applications to related problems are discussed.
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1. Introduction

Approximate solutions to many classes of boundary-value problems for partial differential
equations are often constructed by use of a finite number of terms in a Fourier-series-type
representation of the solution. In practice, this truncation procedure may lead to nonuniformly
valid approximations. In particular, when a function (such as the boundary data of the prob-
lem) being approximated by its Fourier series partial sum has one or more points of simple
discontinuity, Gibbs’s phenomenon is present. This phenomenon typically produces several
‘unwanted’ effects in the partial-sum approximation, including an ‘overshoot’ (by about 18%)

in the magnitude of the jump in the function at a point of discontinuity, as well as artificial
oscillations near such a point. Unlike many other partial-sum approximations, the magnitude
of the overshoot isnot eliminatedby increasing the number of terms in the approximation. In
addition, the oscillations caused by this phenomenon typically propagate into regions away
from the singularity, and, hence, degrade the quality of the partial-sum approximation in these
regions.

In a series of papers, Gottliebet al. [1–5], have proposed and investigated a way of over-
coming Gibbs’s phenomenon. Their technique involves the construction of a new series in-
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272 James Geer

volving Gegenbauer polynomials. For a functiong that is analytic on the interval[−1, 1],
but is not periodic, they prove that their technique leads to a series which converges expo-
nentially tog in the maximum norm. Recently, Geer [6] introduced and studied a class of
approximations{FN,M } to a periodic functiong which uses the ideas of Padé approximations
based on the Fourier-series representation ofg. Each approximationFN,M is the quotient of
a trigonometric polynomial of degreeN and a trigonometric polynomial of degreeM. It was
proven that these ‘Fourier-Padé’ approximations convergepoint-wiseto (g(θ+) + g(θ−))/2
more rapidly (in some cases by a factor of 1/k2M) than the Fourier-series partial sums on
which they are based. Although these approximations donot ‘eliminate’ Gibbs’s phenomenon,
they do mitigate its effect. In particular, the asymptotic value of the magnitude of the overshoot
is reduced to about 6%, and, outside a ‘small’ neighborhood of a point of discontinuity ofg,

the ‘unwanted’ oscillationscan(for practical purposes) be eliminated. Other techniques, such
as those based on the Lanczos representation of a function, have also been discussed (see,e.g.,
Lyness [7]).

More recently, Geer and Banerjee [8] (see, also, Banerjee and Geer [9]) have introduced
a new, simple class of periodic ‘singular basis functions’,{Sn(θ)} , which have special ‘built-
in’ singularities. Using knowledge of the locations and magnitudes of the jumps ing and its
derivatives, they prove that these functions can be used to construct a sequence of approxi-
mations whichconverges exponentiallyto g in the maximum norm. In particular, this implies
that the Gibbs phenomenon can be completely eliminated, even wheng has several points of
discontinuity in the interval[−π, π ].

The main purpose of this paper is to apply some of the ideas presented by Geer and
Banerjee [8] to a series of model boundary-value problems for Laplace’s equation (Dirichlet
problems), whereg represents the prescribed (perhaps discontinuous) boundary data for the
problem. (Although the ideas presented here will undoubtedly find applications for boundary-
value problems involving more general elliptic equations, attention is restricted here to
Laplace’s equation, both for simplicity of presentation and for its wide range of applications.)
In Section 2, the results presented in [8] are briefly summarized within the context of the
current application area, and are illustrated by a simple example. In Section 3, the functions
{Sn(θ)} are regarded as being defined on the boundary of the unit disk, and explicit, closed-
form expressions for their harmonic extensions{ϕn} into the interior (or exterior) of the disk
are constructed. In Section 4, the functions{ϕn} are used to construct a very rapidly con-
verging sequence of approximations to the solutionu to the Dirichlet problem for a disk,
while, in Section 5, these ideas are extended to annular regions. In each case, it is illus-
trated by examples that the ‘unwanted’ effects of the Gibbs phenomenon are, for all practical
purposes, completely eliminated. In Sections 6 and 7, Dirichlet problems for the half plane
and for rectangular regions are considered, and it is again demonstrated that a new sequence
of approximations can be constructed which essentially eliminates the effects of the Gibbs
phenomenon. The results are discussed in Section 8.

2. Exponentially accurate approximations to discontinuous functions

To fix notation, let g(θ) be a 2π -periodic function with enough regularity so that its
Fourier-series partial sums{GN(θ)} converge, asN → ∞, to (g(θ+) + g(θ−))/2, for every
θ ∈ [−π, π ], i.e.,
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Dirichlet problems with discontinuous data273

lim
N→∞

GN(θ) = 1
2

(
g(θ+)+ g(θ−)

)
, GN(θ) ≡ a0

2
+

N∑
j=1

aj cos(jθ)+ bj sin(jθ),

(
aj

bj

)
= 1

π

∫ π

−π

g(θ)

(
cos(jθ)

sin(jθ)

)
dθ, j = 0, 1, . . . . (1)

Hereg(θ+)
(
g(θ−)

)
denotes the limit ofg from the right (left) atθ, and both of these limits

are assumed to exist and be finite. LetCM[−π, π ] denote the class of 2π -periodic functions
that have at leastM continuous derivatives on[−π, π ]. By repeated use of integration by
parts, it is easy to show that, ifg ∈ CM[−π, π ], then the Fourier coefficients{aj , bj } of g are
O(1/jM+2) asj → ∞ (see,e.g., Bary [10], pp. 70–80). Moreover, ifg is 2π -periodic and
analyticon [−π, π ], then there exists a constantρ, with 0 < ρ < 1, such thataj andbj are
O(ρj), asj → ∞ (see [10], pp. 80–81). In this case, it follows that the Fourier series ofg

converges exponentially tog in the maximum norm.
We shall say thatθ0 is a point ofsimple discontinuityof g if

[g(θ0)] ≡ g(θ+0 )− g(θ−0 ) 6= 0

and thatθ0 is a point ofcontact discontinuity of orderq of g if[
g(k)(θ0)

] = 0, k = 0, 1, . . . , q − 1, and
[
g(q)(θ0)

] 6= 0.

Hereg(k) denotes thekth derivative ofg. We call a point whereg has either a simple discon-
tinuity or a contact discontinuity a point ofsingularityof the function. (We shall assume that,
at each singularity, the left and right limits of each derivative ofg exist and are finite.)

We now assume thatg hasn singularities in the interval(−π, π ], which lie atθ1, θ2, . . . , θn,
and we let

[
g(k)(θs)

]
, k = 0, 1, . . . , denote the jump in thekth derivative ofg at θ = θs.

In [8], a special class of 2π -periodic basis functions{Sn(θ)}, which have certain ‘built-in’
singularities, were introduced and studied. In particular, it was shown how they could be
used to construct a new sequence of approximations which, although based on the Fourier-
series partial-sum approximations tog, converges exponentially tog in the maximum norm.
In particular, this implies that this new sequence of approximations completely eliminates
Gibbs’s phenomenon. For completeness, we now briefly summarize how these approximations
can be constructed. (See [8] for more details.)

The functions{Sn(θ)} are defined by

S2k(θ) ≡ 2k−3/2

(2k)! sin(θ)(1− cos(θ))k−1/2 =
∞∑

j=1

b2k,j sin(jθ), (2)

S2k+1(θ) ≡ 2k−1/2

(2k + 1)!(1− cos(θ))k+1/2 = a2k+1,0

2
+
∞∑

j=1

a2k+1,j cos(jθ), (3)
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a2k+1,j = (−1)k+1 4k+1

π

1
k∏

i=0
(4j2− (2i + 1)2)

, b2k,j = −ja2k+1,j , (4)

for j = 0, 1, 2, . . ., andk = 0, 1, 2, . . .. It is straightforward to show thatSn(θ) isCn−1[−π, π ],
while the jump in itsnth derivative atθ = 0 is 1,i.e.,

[S(q)
n (0)] ≡

[(
d

dθ

)q

Sn(θ)

]
θ=0

= 0, if q < n; [S(n)
n (0)] = 1. (5)

Figure 1. The singular basis functionsS0(θ) (solid
line), S1(θ) (dashed line), andS2(θ) (dotted line),
defined in Equations (2)–(3).

Figure 2. The functiong(θ) (solid line) from (11), its
Fourier series partial sumG11(θ) (long dashed line)
from (1) withN = 11, S̃1(θ) (dashed line) from (12),
and the differenceg(θ) − S̃1(θ) (dotted line). Note
that the differenceg(θ) − S̃1(θ) is much smoother
than eitherg(θ) or S̃1(θ).

Figure 3. The approximationg(1,4)(θ) (solid line)
from (8), with M = 1 andN = 4, and the magni-
fied error 50· (g(θ) − g(1,4)(θ)) (dotted line) for the
example of Section 2.

Figure 4. A surface plot of the harmonic extension
ϕ0(r, θ) (Equation (14)) ofS0(θ) into the interior of
the unit circle.
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Dirichlet problems with discontinuous data275

Figure 5. The approximationu11(r, θ) from (18) with
N = 11 for the example of Section 4.

Figure 6. The approximationu(0,4)(r, θ) from (21)–
(22) with M = 0 and N = 4 for the example of
Section 4.

Figure 7. The approximationu11(r, θ) from (25) with
N = 11 for the example of Section 5.

Figure 8. The approximationu(0,4)(r, θ) from (32)–
(33) with M = 0 and N = 4 for the example of
Section 5.

Figure 9. The approximationu11(x, y) from (41) with
N = 11 for the example of Section 6.

Figure 10. The approximationu(0,3)(x, y) from (47)–
(48) with M = 0 and N = 3 for the example of
Section 6.
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The functionsS0, S1, andS2 are plotted in Figure 1.
To construct a new sequence of approximations tog, we first define

S̃M(θ) ≡
M∑

k=0

n∑
s=1

Ak,sSk(θ − θs), (6)

where the constants{Ak,s} are determined so that the jumps inS̃M, and its firstM derivatives,
coincide with the corresponding jumps ing, i.e., so thatg(θ) − S̃M(θ) is CM[−π, π ]. Using
the properties (5), we find that these constants can be determined recursively from the relations

Ak,s =
[
g(k)(θs)

]− k−1∑
i=0

Ai,s

[
S

(k)
i (0)

]
, s = 1, 2, . . . n, k = 0, 1, . . . ,M. (7)

Thus, the functiong(θ)−S̃M(θ) is CM[−π, π ], at least, and hence its Fourier series converges
at a faster rate than the Fourier series ofg. OnceS̃M(θ) has been defined, we define the family
of approximations

{
g(M,N)

}
to g by

g(M,N)(θ) ≡ S̃M(θ)+ ã
(M)
0

2
+

N∑
j=1

ã
(M)
j cos(jθ)+ b̃

(M)
j sin(jθ), (8)

ã
(M)
j = aj −

M∑
k=0

n∑
s=1

Ak,s

{
ak,j cos(jθs)− bk,j sin(jθs)

}
, (9)

b̃
(M)
j = bj −

M∑
k=0

n∑
s=1

Ak,s

{
ak,j sin(jθs)+ bk,j cos(jθs)

}
, j = 0, 1, 2, . . . , N, (10)

where it is understood thatan,j = 0, if n is even, andbn,j = 0, if n is odd. Here we note
that the partial sum in (8) is just the Fourier-series partial-sum approximation to the difference
g − S̃M .

The approximations{g(M,N)} have several useful convergence properties. In particular, if
we letN be proportional toM, say,N = λM, for a suitable constantλ, then the sequence
{g(M,λM)} converges exponentially tog in the maximum norm for all−π 6 θ 6 π , as
M → ∞. As a consequence, this implies that Gibbs’s phenomenon, and its effects, can be
completely eliminated(see [8]). In addition,each derivative of{g(M,λM)} converges expo-
nentially, asM → ∞, to the corresponding derivative ofg in the maximum norm for all
−π 6 θ 6 π .

To illustrate these approximations, we let

g(x) =


1
2π, −π < x < −1

2π,

x, −1
2π < x < 1

2π,

−1
2π, 1

2π < x < π,

(11)

from which we findaj = 0, j > 0, andbj = (−1)j/j−(2/j) cos(jπ/2)+(2/πj2) sin(jπ/2),

j > 1. The functiong(θ) and its Fourier-series partial sumG11(θ), from (1) with N = 11,

are plotted in Figure 2.
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To construct a ‘better’ approximation tog, we first note thatg has three singularities in the
interval(−π, π ], and hence we setn = 3, with θ1 = −π/2, θ2 = π/2, andθ3 = π . From the
definition ofg and (7), we findA0,1 = −π , A0,2 = −π , A0,3 = π , A1,1 = 1, A1,2 = −1, and
A1,3 = 0. Then, using these values in (6), we define

S̃1(θ) ≡ −πS0(θ + 1
2π)− πS0(θ − 1

2π)+ πS0(θ − π)+ S1(θ + 1
2π)− S1(θ − 1

2π). (12)

The functionS̃1(θ) and the differenceg(θ) − S̃1(θ) are also plotted in Figure 2. Note that,
by the wayS̃1(θ) has been defined, the differenceg(θ) − S̃1(θ) is C1[−π, π ] and, hence, is
much smoother than the original functiong(θ). The Fourier coefficients{ã(1)

j } and{b̃(1)
j } of

g(θ)− S̃1(θ), defined in Equations (9)–(10), are given by

ã
(1)
j = 0, j > 0, b̃

(1)
j =

jπ(2 cos(jπ/2)− (−1)j )− 2 sin(jπ/2)

πj2(4j2− 1)
, j > 1.

(Note that the coefficients̃b(1)
j areO(1/j3), asj → ∞, whereas the original coefficientsbj

are onlyO(1/j), asj → ∞). In Figure 3, the approximationg(1,4)(θ) (Equation (8), with
M = 1 andN = 4) and the magnified error 50× (g(θ) − g(1,4)(θ)) are plotted. The figure
clearly illustrates the quality of the approximationg(1,4), especially when compared with the
Fourier-series partial sumG11 (see Figure 2), even though the latter contains several more
terms.

We now apply some of these ideas to a variety of two-dimensional boundary-value-
problems involving Laplace’s equation. We begin with problems which can be conveniently
expressed in terms of polar coordinates, and then consider problems expressed in terms of
rectangular coordinates.

3. Harmonic extensions of the singular basis functionsSn(θ) into circular domains

We first wish to consider some classes of boundary-value problems for whichg(θ) represents
the boundary data of the problem, defined on the unit circler = 1. Since we will be using
the functions{Sn(θ)} to help construct ‘better’ approximations tog(θ), and, ultimately, to
construct ‘better’ approximations to the solution to a boundary-value problem, in this section
we construct the harmonic extensionϕn(r, θ) of Sn into the interior (or exterior) of the unit
circle. Thus, for the interior problem,ϕn is the solution of the boundary-value problem

∇2ϕn(r, θ) = 0, 06 r < 1, 06 θ 6 2π, with ϕn(1, θ) = Sn(θ).

To constructϕn, we first use (2)–(4) to write

Sn(θ) = an,0

2
+
∞∑

j=1

an,j cos(jθ)+ bn,j sin(jθ), n = 0, 1, 2, . . . ,

and then, for any value ofr, with 06 r 6 1, we define

ϕn(r, θ) = an,0

2
+
∞∑

j=1

rj {an,j cos(jθ)+ bn,j sin(jθ)}

= Re

an,0

2
+
∞∑

j=1

(an,j + ibn,j )w
j

 , w = r e−iθ . (13)
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278 James Geer

SinceSn(θ) is piece-wise smooth, the series in (13) converges sufficiently well so that∇2ϕn =
0, for 0 6 r < 1, andϕn = Sn(θ) on r = 1. (The analogous expression for the extension of
Sn into the exterior of the unit circle, which is bounded asr → ∞, is given by (13) withr
replaced by 1/r.)

Because of the relative simplicity of the coefficients{an,j , bn,j }, it is possible to sum the
series in (13) for any nonnegative integern, and, hence, to determine an explicit, closed-form
solution for eachϕn(r, θ). In particular, using (2)–(4), and (13), we find (usingMathematica
[11], p. 104)

ϕ0(r, θ) = − 1

π
Im

{
1+w√

w
tanh−1√w

}

= 1

2π

{
1+ r√

r
cos(θ/2) · AT − 1− r

2
√

r
sin(θ/2) · L

}
, (14)

ϕ1(r, θ) = 2

π
Re

{
1−w√

w
tanh−1√w

}

= 1

2π

{
1− r√

r
cos(θ/2) · L+ 2

1+ r√
r

sin(θ/2) · AT

}
, (15)

where

AT ≡ tan−1

(
2
√

r sin(θ/2)

1− r

)
, L ≡ log

(
1+ r + 2

√
r cos(θ/2)

1+ r − 2
√

r cos(θ/2)

)
.

Analogous expressions hold forϕn, with n > 2. The functionϕ0 is plotted in Figure 4.
We shall now use the functions{ϕn} to construct approximations to two classes of problems

involving Laplace’s equations in regions with circular boundaries, which converge to the exact
solution of the problem much faster than the Fourier-series-type solutions on which they are
based.

4. Dirichlet problem in a disk

We consider first the simple Dirichlet problem foru (r, θ) given by

∇2u = 0, 06 r < 1, 06 θ 6 2π, (16)

u = g(θ), on r = 1. (17)

Here the prescribed boundary datag is assumed to haven singularities in the interval(−π, π ],
which lie atθ1, θ2, . . . , θn. A straightforward use of separation of variables leads to the family
of approximate solutions

uN(r, θ) = a0

2
+

N∑
j=1

rj
(
aj cos(jθ)+ bj sin(jθ)

)
, N = 1, 2, . . . , (18)

where{aj , bj } are the Fourier coefficients ofg defined in (1).
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Dirichlet problems with discontinuous data279

To construct a more rapidly converging sequence of approximations tou, for any non-
negative integerM we first defineS̃M(θ), given by (6), in terms of the singularities ofg,
as in Section 2, and then define

ϕ̃M(r, θ) ≡
M∑

k=0

n∑
s=1

Ak,sϕk(r, θ − θs). (19)

Here the constants{Ak,s} are defined in (7) in terms of the singularities ofg, and the harmonic
functions{ϕk} are defined in Section 3. In particular, we note that the locations and magnitudes
of the singularities of̃ϕM(1, θ) = S̃M(θ), up to and including theMth derivative, coincide
with those ofg(θ).

We now look for a solution foru in the form

u(r, θ) = ϕ̃M(r, θ)+ v(r, θ), (20)

wherev must be determined. Using Equations (19)–(20) in Equations (16)–(17), we find that
v satisfies

∇2v = 0, 06 r < 1, 06 θ 6 2π,

with

v = g(θ)− S̃M(θ), onr = 1.

We note that the boundary data forv is at leastCM[−π, π ] and, hence, the Fourier-series-type
solution for v, analogous to (18), will converge faster than the corresponding approximate
solutions{uN } (Equation (18)) foru. Thus, we solve the problem forv by separation of
variables and then, for any positive integerN, we define new approximationsu(M,N) for u

as

u(M,N)(r, θ) = ϕ̃M(r, θ)+ v(M,N)(r, θ), (21)

with

v(M,N)(r, θ) = ã
(M)
0

2
+

N∑
j=1

rj (ã
(M)
j cos(jθ)+ b̃

(M)
j sin(jθ)), (22)

where the coefficients{ã(M)
j , b̃

(M)
j }, which are defined in (9)–(10), are just the Fourier coef-

ficients ofg(θ) − S̃M(θ). (The corresponding approximations which are valid in the region
exterior to the unit disk, and which remain bounded asr →∞, are given by (21)–(22), with
r replaced by 1/r.)

To illustrate these results, we letg(θ) = θ − π , for 0 < θ < 2π , from which we find
aj = 0, j > 0, andbj = −2/j , j > 1. In Figure 5 we have plottedu11 obtained by using
these coefficients in (18) withN = 11. To construct a better approximation tou, we use the
definition ofg to setn = 1, with θ1 = 0 and[g(θ1)] = −2π . We then setM = 0 in (19) and,
usingA0,1 = −2π , from (7), we find

ϕ̃0(r, θ) = −2πϕ0(r, θ).
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Then, using (9)–(10), we find

ã
(0)
j = 0, j > 0, b̃

(0)
j =

2

j (4j2− 1)
, j > 1.

(Note thatb̃(0)
j = O(1/j3), asj →∞, whereas the original Fourier coefficientsbj = O(1/j),

asj → ∞.) In Figure 6 we have plottedu(0,4) obtained by using these results in Equations
(21)–(22) withM = 0 andN = 4. Figures 5 and 6 illustrate the improved quality of the
approximationu(0,4), compared tou11. In fact, theL∞ norm of the differenceu− u11 is

‖u− u11‖∞ ≡ max
06r61

06θ62π

|u(r, θ)− u11(r, θ)| = max
06θ62π

|u(1, θ)− u11(1, θ)| ∼= 3·14,

while

‖u− u(0,4)‖∞ ∼= 9·46× 10−3.

5. Dirichlet problem in an annular region

We next consider the Dirichlet problem foru(r, θ) in an annular region, defined by

∇2u = 0, 0 < ri < r < ro, 06 θ 6 2π, (23)

u = gi(θ), for r = ri, and u = go(θ), for r = ro. (24)

Here the constantsri > 0 andro > ri are specified, and the prescribed boundary datagi

and go are assumed to have singularities in the interval(−π, π ], which lie at θ = θi,1,

θi,2, . . . , θi,ni
andθ = θo,1, θo,2, . . . , θo,no

, respectively. Separation of variables leads to the
family of approximate solutions

uN(r, θ) ≡ ai
0

2
+ ao

0 − ai
0

2

log(r/ri)

log(ro/ri)

+
N∑

j=1

{(
ao

j

(ro

r

)j r2j − r
2j

i

r
2j
o − r

2j

i

+ ai
j

(ri

r

)j r
2j
o − r2j

r
2j
o − r

2j

i

)
cos(jθ)

+
(

bo
j

(ro

r

)j r2j − r
2j

i

r
2j
o − r

2j

i

+ bi
j

(ri

r

)j r
2j
o − r2j

r
2j
o − r

2j

i

)
sin(jθ)

}
, (25)

where{ai
j , b

i
j } and{ao

j , b
o
j } are the Fourier coefficients ofgi andgo, respectively.

To construct a ‘better’ approximation tou, we follow the ideas of the previous section and
first define the harmonic functions

ϕ̃i
M(r, θ) ≡

M∑
k=0

ni∑
s=1

Ai
k,sϕk(ri/r, θ − θi,s), (26)
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and

ϕ̃o
M(r, θ) ≡

M∑
k=0

no∑
s=1

Ao
k,sϕk(r/ro, θ − θo,s). (27)

Here the constants{Ai
k,s} and{Ao

k,s} are defined by (7) in terms of the singularities ofgi and
go, respectively, and the functions{ϕk} are defined in Section 3. We then look for a solution
for u in the form

u(r, θ) = ϕ̃i
M(r, θ)+ ϕ̃o

M(r, θ)+ v(r, θ), (28)

wherev satisfies

∇2v = 0, 0 < ri < r < ro, 06 θ 6 2π, (29)

with

v = {gi(θ)− ϕ̃i
M(ri, θ)} − ϕ̃o

M(ri, θ), onr = ri, (30)

and

v = {go(θ)− ϕ̃o
M(ro, θ)} − ϕ̃i

M(ro, θ), onr = ro. (31)

Thus, we can determinev in a straightforward manner, using separation of variables. Here we
note that, in each of the boundary conditions forv, the term in brackets on the right side of
each equation isCM [−π, π ], at least, while the last term is analytic for 06 θ 6 2π . Thus,
the boundary conditions forv are much smoother than the corresponding conditions foru,

and, hence, the solution forv obtained by separation of variables will converge much faster
than the corresponding solution foru.

Once the functions̃ϕi
M and ϕ̃o

M have been defined, for any positive integerN, we define
the new approximations

u(M,N)(r, θ) = ϕ̃i
M(r, θ)+ ϕ̃o

M(r, θ)+ v(M,N)(r, θ), (32)

wherev(M,N) is a partial-sum approximation tov, obtained by separation of variables, and is
given by

v(M,N)(r, θ) ≡ ãi
0

2
+ ão

0 − ãi
0

2

log(r/ri)

log(ro/ri)

+
N∑

j=1

{(
ão

j

(ro

r

)j r2j − r
2j

i

r
2j
o − r

2j

i

+ ãi
j

(ri

r

)j r
2j
o − r2j

r
2j
o − r

2j

i

)
cos(jθ)

+
(

b̃o
j

(ro

r

)j r2j − r
2j

i

r
2j
o − r

2j

i

+ b̃i
j

(ri

r

)j r
2j
o − r2j

r
2j
o − r

2j

i

)
sin(jθ)

}
. (33)
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Here, the coefficients{ãi
j , b̃

i
j } are defined by (see Equations (9)–(10))

ãi
j = ai

j −
M∑

k=0

ni∑
s=1

Ai
k,s

{
ak,j cos(jθi,s)− bk,j sin(jθi,s)

}

−
(

ri

ro

)j M∑
k=0

no∑
s=1

Ao
k,s

{
ak,j cos(jθo,s)− bk,j sin(jθo,s)

}
,

b̃i
j = bi

j −
M∑

k=0

ni∑
s=1

Ai
k,s

{
ak,j sin(jθi,s)+ bk,j cos(jθi,s)

}

−
(

ri

ro

)j M∑
k=0

no∑
s=1

Ao
k,s

{
ak,j sin(jθo,s)+ bk,j cos(jθo,s)

}
, (34)

for j = 0, 1, 2, . . . , N . The expressions for̃ao
j and b̃o

j are given by (34), withai
j , bi

j , Ai
k,s ,

Ao
k,s, θi,s , θo,s, ni, andno replaced byao

j , bo
j , Ao

k,s, Ai
k,s , θo,s, θi,s , no, andni, respectively.

To illustrate these results, we let

gi =
{

1, −π/2 < θ < π/2,

−1, π/2 < θ < 3π/2,

ai
0 = 0, ai

j =
4 sin(jπ/2)

πj
, bi

j = 0, j > 1,

(35)

and

go = θ − π, 0 < θ < 2π, ao
j = 0, j > 0, bo

j = −2/j, j > 1, (36)

with ri = 1 andro = 3. In Figure 7 we have plottedu11 obtained by using these coefficients in
(25) withN = 11. To construct a ‘better’ approximation tou, we use the definitions ofgi and
go to find ni = 2, with θi,1 = −π/2, [g(θi,1)] = 2, θi,2 = π/2, [g(θi,2)] = −2, andno = 1,
with θo,1 = 0 and [g(θo,1)] = −2π . We then setM = 0 in Equations (26)–(27) and, using
Ai

0,1 = 2= −Ai
0,2 andAo

0,1 = −2π , from (7), we find

ϕ̃i
0(r, θ) = 2ϕ0(ri/r, θ + π/2)− 2ϕ0(ri/r, θ − π/2),

ϕ̃o
0(r, θ) = −2πϕ0(r/ro, θ). (37)

Also, from (34) we find

ãi
0 = 0, ãi

j =
4 sin(jπ/2)

πj (1− 4j2)
, b̃i

j =
8j

4j2 − 1
·
(

ri

ro

)j

, j > 1,

ão
0 = 0, ão

j =
16j sin(jπ/2)

π(1− 4j2)
·
(

ri

ro

)j

, b̃o
j =

2

j (4j2− 1)
, j > 1. (38)
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In Figure 8 we have plottedu(0,4) obtained by using (37)–(38) in (32)–(33) withM = 0 and
N = 4. One reason for the obvious improvement ofu(0,4) overu11 is the behavior, asj →∞,
of the coefficients defined in (38). In particular, we note that, whereas the original Fourier
coefficients ((35)–(36)) ofgi andgo areO(1/j), asj → ∞, the coefficients̃ai

j and b̃o
j are

O(1/j3), while the coefficients̃bi
j andão

j are exponentially small, asj →∞.

6. Dirichlet problem in a half space

We now consider two classes of problems that can be expressed conveniently in terms of
rectangular coordinates. In this section, we consider the problem of findingu(x, y) satisfying

∇2u = 0, −∞ < x <∞, y > 0, (39)

with

u = g(x), ony = 0, and u→ constant, asy →∞, (40)

whereg(x) = g(x + 2π) is specified. Separation of variables leads to the representation

u(x, y) = lim
N→∞

uN(x, y),

uN(x, y) = a0

2
+

N∑
j=1

e−jy(aj cos(jx)+ bj sin(jx)), N = 1, 2, . . . , (41)

where{aj , bj } are the Fourier coefficients ofg defined in (1).
Following the same ideas as in Sections 3 and 4, in order to find a ‘better’ sequence of

approximations tou, we first construct the harmonic extensionsϕn(x, y) of Sn(x) into the
upper half plane. Using the same reasoning as in Section 3, we find

ϕn(x, y) = an,0

2
+
∞∑

j=1

e−jy{an,j cos(jx)+ bn,j sin(jx)}

= Re

an,0

2
+
∞∑

j=1

(an,j + ibn,j )w
j

 , w = e−y−ix . (42)

Thus, the closed-form expressions forϕn(x, y) are given by the corresponding expressions in
(14)–(15) withr replaced by e−y andθ replaced byx. In particular,

ϕ0(x, y) = 1

2π
{2 cosh(y/2) cos(x/2) · AT − sinh(y/2) sin(x/2) · L}, (43)

ϕ1(x, y) = 1

π
{sinh(y/2) cos(x/2) · L+ 2 cosh(y/2) sin(x/2) · AT }, (44)

where now

AT ≡ tan−1

(
sin(x/2)

sinh(y/2)

)
, L ≡ log

(
cosh(y/2)+ cos(x/2)

cosh(y/2)− cos(x/2)

)
.
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To construct a more rapidly converging sequence of approximations tou, for any nonneg-
ative integerM we first defineS̃M(x) in terms of the singularities ofg, as in Section 2, and
then define

ϕ̃M(x, y) ≡
M∑

k=0

n∑
s=1

Ak,sϕk(x − xs, y). (45)

Here the constants{Ak,s} are defined in (7) in terms of the singularities ofg, and the harmonic
functions{ϕk} are defined by (42).

We now look for a solution foru in the form

u(x, y) = ϕ̃M(x, y) + v(x, y), (46)

wherev satisfies

∇2v = 0, −∞ < x <∞, y > 0,

with

v = g(x)− S̃M(x), ony = 0, andv→ constant, asy →∞.

Since the boundary data forv is at leastCM [−π, π ], the approximate solutions forv ob-
tained by separation of variables, analogous to (41), will converge faster than the corre-
sponding approximate solutions{uN } for u. Thus, for any positive integerN, we define new
approximationsu(M,N) for u as

u(M,N)(x, y) = ϕ̃M(x, y) + v(M,N)(x, y), (47)

with

v(M,N)(x, y) = ã
(M)

0

2
+

N∑
j=1

e−jy(ã
(M)
j cos(jx)+ b̃

(M)
j sin(jx)), (48)

wherev(M,N) is a partial-sum approximation tov, and the coefficients{ã(M)
j , b̃

(M)
j }, which are

defined in (9)–(10), are just the Fourier coefficients ofg(x)− S̃M(x).
To illustrate these results, we let

g(x) =


1
2π, −π < x < −1

2π,

x, −1
2π < x < 1

2π,

−1
2π, 1

2π < x < π,

from which we findaj = 0, j > 0, andbj = (−1)j/j−(2/j) cos(jπ/2)+(2/πj2) sin(jπ/2),

j > 1. The approximationu11(x, y), defined in (41) withN = 11, is plotted in Figure 9. The
oscillations inu11 near the boundaryy = 0 due to the discontinuities ing are obvious.
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Figure 11. The approximation∂u11/∂x to ∂u/∂x, ob-
tained by differentiating (41) withN = 11, for the
example of Section 6.

Figure 12. The approximation∂u(0,3)/∂x to ∂u/∂x,
obtained by differentiatingu(0,3)(x, y) from (47)–
(48) with M = 0 and N = 3, for the example of
Section 6.

Figure 13. The approximationu11(x, y) from (52)
with N = 11 for the example of Section 7, with
gL(y) = 0 = gR(y), andgB(x) and gT (x) given
by (65)–(66).

Figure 14. The approximationu(0,3)(x, y) from (63)–
(64) with M = 0 and N = 3 for the example of
Section 7, withgL(y) = 0 = gR(y), andgB(x) and
gT (x) given by (65)–(66).

Figure 15. The approximationu11(x, y) from (52)
with N = 11 for the example of Section 7, with
gL(y) = y − 1 = −gR(y), andgB(x) andgT (x)

given by (65)–(66).

Figure 16. The approximationu(0,3)(x, y) from (63)–
(64) with M = 0 and N = 3 for the example of
Section 7, withgL(y) = y−1= −gR(y), andgB(x)

andgT (x) given by (65)–(66).
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To construct a better approximation tou, we first note thatg has three singularities in the
interval (−π, π ], and hence we setn = 3, with x1 = −π/2, x2 = π/2, andx3 = π . From
the definition ofg and (7), we findA0,1 = −π , A0,2 = −π , A0,3 = π , A1,1 = 1, A1,2 = −1,
andA1,3 = 0. Using these values, we can computeϕ̃0(x, y) from (45) withM = 0, and then
u(0,N)(x, y) can be computed from Equations (47)–(48) withM = 0. In a similar manner,
we constructu(1,N) by first computingϕ̃1(x, y) from (45) withM = 1, and then computing
u(1,N)(x, y) from (47)–(48) withM = 1. The approximationu(0,3), which is plotted in Figure
10, is a definite improvement over the approximationu11, even though considerably fewer
terms in the Fourier-series part of the approximation have been used. For this example we find

‖u− u11‖∞ ∼= 1·57, ‖u− u(0,3)‖∞ ∼= 0·08, and ‖u− u(1,3)‖∞ ∼= 0·008.

In some applications, it might be of interest to find approximations to various derivatives
of u, as well as tou itself. To illustrate this possibility, the approximations∂u11/∂x and
∂u(0,3)/∂x to ∂u/∂x are plotted in Figures 11 and 12, respectively. In this case, the approx-
imation ∂u11/∂x is ‘meaningless’ neary = 0, since the approximations{∂uN/∂x} do not
converge aty = 0. The approximation∂u(0,3)/∂x is a definite improvement over∂u11/∂x,
while ∂u(1,3)/∂x is an even better approximation to∂u/∂x. For this example, we find∥∥∥∥∂u

∂x
− ∂u11

∂x

∥∥∥∥∞ ∼= 12·52,

∥∥∥∥∂u

∂x
− ∂u(0,3)

∂x

∥∥∥∥∞ ∼= 0·50,

∥∥∥∥∂u

∂x
− ∂u(1,3)

∂x

∥∥∥∥∞ ∼= 0·06.

7. Dirichlet problem in a rectangle

We now consider the problem of finding the functionu(x, y) which is harmonic inside a
(finite) rectangular region of thex, y-plane, withu specified on the boundary of the rectangle.
Thus, after an appropriate rescaling (if necessary),u satisfies the conditions

∇2u = 0, 0 < x < π, 0 < y < c, (49)

with

u(x, 0) = gB(x), u(x, c) = gT (x), 0 < x < π,

u(0, y) = gL(y), u(π, y) = gR(y), 0 < y < c.
(50)

Here, the functionsgB , gT , gL, andgR, as well as the constantc, where 0< c < ∞, are
specified. By superposition, we can writeu = u(1)+u(2), whereu(1) satisfies conditions (49)–
(50) withgL = gR = 0, andu(2) satisfies conditions (49)–(50) withgB = gT = 0. Thus, by a
straightforward change of variables, it is sufficient to consider the problem (49)–(50) in detail
only for the case when

gL(y) = gR(y) = 0. (51)
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To begin, we extend the definitions ofgB andgT in anodd, 2π -periodic mannerand then
use separation of variables to find the approximate solutions

uN(x, y) =
N∑

j=1

{bT
j sinh(jy)+ bB

j sinh(j (c − y))} sin(jx)

sinh(jc)
, (52)

where{bB
j } and{bT

j } are the Fourier coefficients of (the odd, 2π -periodic extensions of)gB

andgT , respectively.
To construct a more rapidly converging sequence of approximations tou, we first find the

harmonic extension ofSn(x − x0), say, ϕ̂n(x, y; x0), for 0 < x < π , y > 0, which also
satisfies the conditions that it vanishes forx = 0 andx = π . Here,x0 satisfies 06 x0 6 π

and represents a point where the boundary datagB(x) and/orgT (x) has a singularity. For
0 < x0 < π , using the functionϕn defined in (42), we can easily verify that

ϕ̂n(x, y; x0) ≡ ϕn(x − x0, y)+ (−1)nϕn(x + x0, y)

=
∞∑

j=1

b̂n,j (x0) e−jy sin(jx), for 0 < x0 < π, (53)

where

b̂n,j (x0) ≡
{

2 cos(jx0)bn,j , n even,

2 sin(jx0)an,j , n odd,
for 0 < x0 < π, (54)

satisfies the conditions we require ofϕ̂n. For x0 = 0 or x0 = π , we first note that, since the
boundary data has been extended in anodd fashion,[g(2k+1)(0)] = 0 = [g(2k+1)(π)], where
g denotes eithergB or gT . Thus, for these values ofx0, we only need to definêϕn for n even,
which we do by the formulas

ϕ̂n(x, y; x0) ≡ ϕn(x − x0, y) =
∞∑

j=1

b̂n,j (x0) e−jy sin(jx), x0 = 0, π, (55)

b̂n,j (x0) ≡ cos(jx0)bn,j , for x0 = 0, π, n even. (56)

Following the ideas of Section 5, we define the harmonic functions

ϕ̃B
M(x, y) ≡

M∑
k=0

nB∑
s=1

AB
k,s ϕ̂k(x, y; xB,s ), (57)

and

ϕ̃T
M(x, y) ≡

M∑
k=0

nT∑
s=1

AT
k,s ϕ̂k(x, c − y; xT,s ). (58)

In (57)–(58), the constants{AB
k,s} and{AT

k,s} are defined by (7) in terms of the singularities
of gB and gT , respectively. Here,{xB,s}, s = 1, 2, . . . , nB , and {xT,s}, s = 1, 2, . . . , nT ,
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denote thelocationsof the singularities of (the odd, 2π -periodic extensions of)gB andgT ,
respectively, which lie in the interval 06 x 6 π , while the functions{ϕ̂k} are defined in
(53)–(56). We then writeu as

u(x, y) = ϕ̃B
M(x, y) + ϕ̃T

M(x, y) + v(x, y), (59)

wherev satisfies

∇2v = 0, 0 < x < π, 0 < y < c, (60)

with

v = 0, onx = 0 and x = π, 0 < y < c,

v = {gB(x)− ϕ̃B
M(x, 0)} − ϕ̃T

M(x, 0), ony = 0, 0 < x < π, (61)

and

v = {gT (x)− ϕ̃T
M(x, c)} − ϕ̃B

M(x, c), ony = c, 0 < x < π. (62)

Again we note that, in the boundary conditions (61)–(62), the term in brackets on the right
side of each equation isCM [−π, π ], at least, while the last term is analytic for 06 x 6 π .
Thus, the solution forv obtained by separation of variables will converge much faster than the
corresponding solution foru.

We now solve the problem (60)–(62) forv by separation of variables, and then use (59) to
define the new approximationsu(M,N) for u as

u(M,N)(x, y) = ϕ̃B
M(x, y) + ϕ̃T

M(x, y) + v(M,N)(x, y), (63)

where

v(M,N)(x, y) ≡
N∑

j=1

{b̃T
j sinh(jy)+ b̃B

j sinh(j (c − y))} sin(jx)

sinh(jc)
,

b̃B
j = bB

j −
M∑

k=0

nB∑
s=1

AB
k,sb̂k,j (xB,s)− e−jc

M∑
k=0

nT∑
s=1

AT
k,sb̂k,j (xT ,s), (64)

b̃T
j = bT

j −
M∑

k=0

nT∑
s=1

AT
k,s b̂k,j (xT ,s)− e−jc

M∑
k=0

nB∑
s=1

AB
k,s b̂k,j (xB,s),

for j = 1, 2, . . . , N . Here the coefficients{b̂n,j (x0)} are defined in (54) and (56).
To illustrate these results, we setc = 2 and let

gB(x) =
{

1, 0 < x < 2π/3,

−1, 2π/3 < x < π,
(65)
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and

gT (x) =


0, 0 < x < π/3,

1, π/3 < x < 2π/3,

0, 2π/3 < x < π,

(66)

from which we find

bB
j =

2

jπ
(1+ (−1)j − 2 cos(2jπ/3)), bT

j =
2

jπ
(cos(jπ/3)− cos(2jπ/3)),

for j > 1. The approximationu11(x, y) which we obtained by inserting these coefficients
into Equation (52) withN = 11 is plotted in Figure 13. The (unwanted) oscillations inu11,
particularly near the boundary, due to the discontinuities ingB andgT , are apparent.

To construct a better approximation tou, we first note that (the odd, 2π -periodic extension
of) gB has three singularities in the interval[0, π ], while gT has two singularities in this
interval. Hence, we setnB = 3 andnT = 2, with xB,1 = 0, xB,2 = 2π/3, xB,3 = π ,
xT,1 = π/3, andxT,2 = 2π/3. From the definitions ofgB andgT , and using (7), we find
AB

0,1 = 2, AB
0,2 = −2, AB

0,3 = 2, AT
0,1 = 1, andAT

0,2 = −1. Using these values in (57)–(58),
we find

ϕ̃B
0 (x, y) = 2{ϕ̂0(x, y;0) − ϕ̂0(x, y;2π/3) + ϕ̂0(x, y;π)},

ϕ̃T
0 (x, y) = ϕ̂0(x, c − y;π/3)− ϕ̂0(x, c − y;2π/3),

whereϕ̂0(x, y; x0) is defined in (53)–(56) withn = 0. We then use these expressions, along
with the definitions in (63)–(64), to construct the approximationu(0,3)(x, y), which is plotted
in Figure 14. The higher quality of the approximationu(0,3), compared tou11 (especially near
the boundary), is obvious, and, in fact, we find

‖u− u11‖∞ ∼= 1·0 and ‖u− u(0,3)‖∞ ∼= 9·0× 10−3. (67)

The solution for the case whengL andgR are specified, and withgB = gT = 0, can be
obtained from the solution we have just constructed by using the transformations

x → πy

c
, y → πx

c
, c→ π2

c
, bB

j → bL
j , bT

j → bR
j .

This solution can then be combined with the solution constructed above to obtain the general
solution when all of the functionsgB , gT , gL, andgR are specified, as described at the be-
ginning of this section. To illustrate this technique, we letgB andgT be defined by Equations
(65)–(66), and also let

gL(y) = y − 1= −gR(y).

In Figure 15, the approximationu11(x, y) is plotted, while the approximationu(0,3)(x, y) is
plotted in Figure 16. In this case, the maximum norm errors are again given by (67).
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8. Discussion

The method presented here appears to provide a practical way to obtain ‘very accurate’ ap-
proximations to the solutions,u, of at least two classes of Dirichlet problems for Laplace’s
equations with discontinuous boundary data. The method is constructive, and only requires a
knowledge of the locations and magnitudes of the discontinuities in the data. Intheory, the
method can be used to construct asequence of approximations which converges exponentially
to the solution in the maximum norm. (This follows from the observation that the maximum
absolute value of the harmonic functionu − u(M,N) occurs on the boundary of the domain of
interest, and, on the boundary,u− u(M,N) = g̃ ≡ g − S̃M − g(M,N), whereg(M,N) denotes the
first 2N+1 terms in the Fourier-series representation ofg− S̃M . From the main result of [8], it
follows that, if we setN = λM, whereλ is an appropriate positive constant, theng̃ approaches
zero exponentially asM → ∞. Hence,u − u(M,λM) also approaches zero exponentially as
M → ∞. See [8] for more details.) In particular, this implies that the (unwanted) effects
of Gibbs phenomenoncan be completely overcome! In practice, the method can be viewed
as one that can provide a ‘very accurate’ approximation,u(M,N), to u, andu(M,N) contains
relatively few terms. This is the aspect of the method that is illustrated by the examples in the
previous sections.

A special case of the type of problems considered here has been studied by Shi and Hassard
[12]. They consider the case when the domain of interest is the unit square and the boundary
data is expressed in terms of continuous, ‘elementary’ functions. Their technique appears
to involve several more ‘steps’ than the method presented here, and is designed to handle
discontinuities only at the corners of the square. As demonstrated above, the present method
can handle discontinuities along the edges of a square, as well as discontinuities at the corners.

Applications of some of the ideas discussed to the solution of Laplace’s equation in more
general two-dimensional domains (such as multiply connected domains) may also be possi-
ble. For example, Bird and Steele [13] present a solution procedure for the two-dimensional
Laplace’s equation on circular domains with circular holes, and with arbitrary boundary condi-
tions. The ‘interaction’ of the different boundaries is expressed simply and accurately, which
results in an efficient solution algorithm. They assume, in essence, that the boundary data
can be represented as a uniformly convergent Fourier series, and the only simplification they
make is that the boundary data can be ‘accurately’ represented by only a finite number of
terms in the appropriate Fourier series. This assumption will not be valid, of course, if some
of the data is discontinuous. However, for such multiply connected domains, it should be
rather straightforward to combine their ideas with those presented here to construct a solution
algorithm valid for discontinuous boundary data.

Although attention here has been restricted to Laplace’s equation, the basic method will
undoubtedly find application to more general elliptic problems, as well as to other classes
of partial differential equations. For example, the method as described here may be directly
applicable, along with the superposition principle, to boundary value problems which in-
volve equations which contain the Laplacian operator and another linear operator. To see this,
suppose we wish to findw satisfying

∇2w + L(w) = f, inD, with w = g, on ∂D,

where∂D denotes the boundary of the (two-dimensional) domainD. HereL is a linear op-
erator,D has either circular or rectangular boundaries (as discussed above), andg has one or
more points of discontinuity on∂D. We then setw = u+ v, whereu satisfies
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∇2u = 0, inD, with u = g, on ∂D.

Thenv satisfies

∇2v + L(v) = f̃ ≡ f − L(u), inD, with v = 0, on ∂D.

The solution foru can be accurately approximated, as described above, while the problem
for v involves homogeneous boundary data (althoughf̃ has some discontinuities on∂D). In
particular, ifL involves only derivatives with respect to a variable, or variables, other than
x andy (or r andθ), thenL(u) ≡ 0 and the problem forv is identical to the problem for
u, except that the boundary data is identically zero. This will be the case, for example, if
L(w) = −wt , orL(w) = −wtt , as in the heat or wave equation, and ifg is independent oft .

In addition, the method may be useful when applied in conjunction with a variety of purely
numerical methods, such as spectral methods, boundary-element methods, or finite-element
methods. For such applications, it is convenient to think of the method as providing a smooth
(analytic) extension of discontinuous boundary data into the interior of the domain of interest.
It might then be possible to write the desired solution,u, as a sum of appropriate multiples
of the functionsϕn(r, θ) or ϕn(x, y), as defined in Sections 3 and 6, respectively, and a new
(unknown) functionv, which would satisfy much smoother boundary conditions. Only the
functionv would need to be approximated by the numerical method being used.
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